
The TRUST4AI.Security frontend is a web application developed using Flask and JavaScript offering comprehensive
access to the entire threat assessment process, from initial threat analysis to the results of adversarial testing.
The TRUST4AI.Security backend is implemented in Python and is responsible for executing comprehensive and
dynamic AI model threat assessments. It operates through two main phases: (i) the threat analysis phase, during
which a detailed examination of potential threats to the AI model is performed, and (ii) the adversarial testing
phase, during which it security testing using adversarial examples to evaluate the robustness of the AI model is
conducted. It simulates AML attack scenarios to uncover weaknesses and validate the effectiveness of
implemented defences. The TRUST4AI.Security includes an AI Threats & Mitigations Knowledge Base (KB),
representing a comprehensive knowledge corpus structuring state-of-the-art AML tactics, techniques and
mitigations from the literature and industry sources such as MITRE ATLAS. Finally, the solution uses a general-
purpose open-source LLM, Llama3.1-70B, to support the analysis of testing results and generate comprehensive
and easy-to-understand reports.

Model engineers or data scientists can use the TRUST4AI.Security component to conduct
thorough threat assessments of their AI models. The TRUST4AI.Security component focuses on
threats to the software models rather than threats to the hardware infrastructure and platforms
supporting the AI.
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The main goal of TRUST4AI.Security is to support model engineers (or data scientists) to
assessing and ensuring their models are robust against known adversarial machine
learning (AML) attacks. Therefore, the component supports the improvement of security
of AI systems, and particularly of ML models, by providing mechanisms for the
identification of potential AML attacks against the AI under study as well as potential
mitigations that can be adopted to minimise their damage. 

TRUST4AI.Security
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Security testing of AI systems 

In a context where the number of works studying adversarial machine learning threats is
growing exponentially, TRUST4AI.Security is a means to automate the search for all
possible attack techniques and protections relevant to the AI under study. Therefore, it
significantly facilitates the task of risks assessment in AI-based systems in regard to the
risks to the AI robustness and security. 
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YouTube Video Link

The solution is still a prototype and the future tool will
have commercial license. 
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